
Introduc)on 
Prostate cancer is one of the most prevalent cancers among men worldwide, and Magne7c 
Resonance Imaging (MRI) is a cri7cal tool for its detec7on and diagnosis. However, acquiring 
high-quality MRI images can be 7me-consuming and expensive. Recent advancements in 
deep learning techniques offer the poten7al to synthesize realis7c MRI images, which can 
aid in overcoming these challenges. The synthesized images will closely resemble real MRI 
scans and can be used for various applica7ons, including training deep learning models and 
augmen7ng datasets. 
Objec)ve of the project 
A previous project developed within the Image and Video Processing Group at UPC has 
shown the ability of StyleGAN [1] to synthesize realis7c MRI prostate images. See next Figure 
for examples. 
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In this project, we will go one step farther, by using the StyleGAN's ability to learn complex 
image representa7ons, which allows to explore novel features and paTerns in MRI data. Our 
aim is to control specific features of the generated images using latent space manipula7on. 
By analyzing the latent space of the StyleGAN model, we can iden7fy latent direc7ons 
corresponding to specific image features and inves7gate their significance in the context of 
Prostate MRI analysis.  
In par7cular, we will explore the possibility to control certain characteris7cs of the 
synthesized images, such as contrast, noise levels, and anatomical structures, by adjus7ng 
the input latent vectors. This control can be beneficial for genera7ng images with desired 
proper7es for augmenta7on of exis7ng MRI datasets in order to improve the performance of 
deep learning models trained on Prostate MRI data. 
A second objec7ve will be to use the projec7on of real MRI images into the latent space to 
generate new images which combine features from two original MRIs. This approach has 
been used to interpolate or produce morphing between two natural images [2]. We will 
explore its usage for interpola7ng images between two MRI sec7ons from a 3D MRI and to 
combine features from different MRI to enrich our database. 
Financing: 
This project is developed in the context of the European Project FLUTE and will be funded 
with a collabora7on grant. You can contact us for more details. 
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